MATRIX

History of Matrix:

The matrix has a long history of application in solving linear equations. It
was not the matrix but a certain number associated with a square array of numbers called
the determinant that was first recognized. The term “matrix” was coined by James Joseph
Sylvester in 1850, but it was his friend mathematician Arthur Cayley who developed algebraic
aspects of matrices in same year. An English mathematician named Cullis was the first to use
modern bracket notation for matrices in 1913 and demonstrated the first significant use of
the notation A = [aij] to represent a matrix where a;; refers to an element found in it" row
and jth column. Matrices can be used to compactly write and work with multiple linear
equations, referred to as a system of linear equations. Matrices have wide applications in
engineering, physics, economics, and statistics as well as in various branches of mathematics.
Matrices also have important applications in computer graphics, where they have been used

to represent rotations and other transformations of images.

Basic concept:

Matrix In  mathematics, a matrix (plural

6 10)

matrices) is a rectangular array of
numbers, symbols, or expressions,
5 3 arranged in rows and columns. Matrices
0 2 are commonly written in box brackets

like ( ) or [ ]. The horizontal and

Column1 Column 2 . . o .
vertical lines of entries in a matrix are

Dimension of this matrix is 3 x 2 )
called rows and columns, respectively.
The individual item in a matrix is called
its member/element/entry. In a common notation, a capital letter denotes a matrix, and the

corresponding small letter with a double subscript describes an element of the matrix.
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This is an example of a matrix, which has 2 rows and

3 columns. A matrix with 2 rows and 3 columns is

called 2 X 3 matrix (read as, 2-by-3)

n
A1n

A2n
aA3n

A matrix with m rows and n columns is
called an m X n matrix (read as, m-by-n
matrix), "m XxXn" is also known as
order/dimension of matrix. a,; denotes a
member staying at 1°' row & 1° column. In
general, a;; denotes a member staying at

ith

i®" row & jt" column.

Principal or main diagonal of a matrix: The
diagonal from the top left corner to the bottom
right corner of a square matrix is called the main

diagonal or principal diagonal of a matrix.
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Several types of matrices:

® Row matrix: A matrix which has only one row, is known as row matrix. E.g. (1 3 5)isa

row matrix.

1
® Column matrix: A matrix which has only one column, is known as column matrix. E.g. (3)
5

is a column matrix.

® Square matrix: A matrix which has the same number of rows and columns is called a square

matrix. So, if any square matrix has m number of rows & columns, then order of the said

1 2 3
matrix is "m X m" or simply m. E.g. B i] , ( 4 5 6 ) are square matrices of order 2,
-3 0 —4

3 respectively.

® Zero (null) matrix: A matrix, whose all elements are 0, is known as zero matrix and is

0 0 O

denoted by O (alphabet). E.g. (0 0 0

), 0 0] are zero matrices.
0 O

® Diagonal matrix: A square matrix whose off-diagonal elements are 0, is known as diagonal

matrix. Here we note that diagonal elements may/may not be equal to zero.
2 0 0 2 0 0

Eg.l0 4 0],[0 0O O0]arediagonal matrices.
0 0 6 0 0 6

® Scalar matrix: A diagonal matrix is called a scalar matrix if all the diagonal entries are same

and non-zero.

2 0 0
Eg. {0 2 0], ¢ 0 are scalar matrices (where, ¢ # 0)
0o 0 2 0 ¢

e /dentity (unit) matrix: A square matrix whose diagonal entries are all equal to 1 and whose

off-diagonal entries are all equal to zero, is called an identity matrix. It is denoted by I. E.g.

1 0 0
I3 = [0 1 0} , I, = [é (1)] are square matrices. Here subscript of I denotes order of the
0 0 1

corresponding square matrix.
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Equality of two matrices:

Two matrices are equal if they have the same dimension/order and the corresponding

elements are identical.
Example: Given that the following matrices are equal, find the values of x, y and z .
x+3 -1\ _ 6 y
( 4 5 ) - (z -3 5)
As the matrices are equal, wegetx +3 =6 =>x =3
y=-1,z-3=4=>2z=7.

So,x=3,y=-1,z=7

Addition/Subtraction of two/more matrices:

We can add (or, subtract) two or more matrices of same order by adding (or, subtracting) the

corresponding elements.

3 8 4 0| |7 8
4 6 1 -9 |5 -3

3 8 4 0 -1 8
4 6 1 -9 | 3 15

Note: We can't add/subtract matrices, if they are in different order. Matrix addition is

commutative and is also associative, so the followingistrue: A + B = B + A,

(A+ B)+C =A+ (B + C) [HereA,B, Care three matrices of same order.]

| sar kar. conm Page 4 of 44



Multiplication of a matrix by a scalar quantity:

When we multiply a matrix by some scalar
quantity (e.g. 2, 3, 1/2 etc), then we have
2 3 4 0 — 8 O to multiply all members of the matrix by

1 -9 2 -18 the said scalar to form new matrix.

Multiplication of two matrices:

The rule for matrix multiplication is that two matrices can be multiplied only
when the number of columns of the first matrix equals to the number of rows of the second

matrix.

Let A is @ matrix of order m X n and B is a matrix of order p X q. So, A * B can be possible

only when n = p and order of product matrix is m X q.

If the above condition is satisfied, then to multiply a matrix by another matrix, we need to do

"dot product"” between rows of 1st matrix by |columns of 2nd matrix|.

1 2 3 7 8 58

4 5 6 |X|910|=
11 12

The "Dot Product" is where we multiply matching members, then sum up:

(1,2,3) - (7,9,11) = 1X7 + 2X9 + 3x11 = 58

Now we do dot product again between 1st row (of 1st matrix) and 2nd column (of 2nd
matrix): (1,2,3) - (8,10,12) = 1 x8 + 2x10 + 3 X 12 = 64
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1 2 3 x78_ 58
45 6 d B

11 12

.

We can do the same thing for the 2nd row and 1st column:
(4,5,6) - (7,9,11) = 4x7 +5Xx9 + 6x11 = 139
And for the 2nd row and 2nd column:

(4,5,6) - (8,10,12) = 4x8 + 5x 10 + 6 x 12 = 154

11 12

[1 2 3 x78 ~ [58 64
4 5 6 9 101 = [139 154

Some more examples of matrix multiplication:

[1 2 3][5] = [ 1x4+2x5+3x6 ] = [ 32]
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4 [4x1 4x2 4x3 4 8 128
511 2 3] = [5x1 5x2 5x3 5 10 15
6 | 6x71 6%2 6x%3 6 12 18§

From the above example, we come to know that matrix multiplication is not
commutative (in general). So, if A & B are two matrices, then AB + BA;

As matrix multiplication is not commutative (in general), so algebraic identities such as
(A+ B)? = A> + 2AB + B?,A%> — B> = (A + B)(A — B), etc.. do not hold for matrix.
However, matrix multiplication follows associative law. Let A4, B, C are three matrices,
then A(BC) = (AB)C

Matrix addition also follows distributive law, i.e. A(B + C) = AB + AC,
(B+ C)A =BA+ CA

If A and I be any two matrices of same order,then A XI =1X A = A, where [ is an
identity matrix.

If Aand B are two non-zero matrices (a matrix which has at least one non-zero element,

is called non-zero matrix), then it is possible that their product is a zero matrix. E.g.

A= (_22 _22) and B = (; ;) But AB = (8 8) is a zero matrix.

Let A be any square matrix. The matrix 4 is called idempotent matrix, if A> = A
Let A be any square matrix. The matrix A is called nilpotent matrix if there is any non-
negative integer k such that A* is a zero matrix. The smallest such an integer k is called

degree/index of matrix A.
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Transpose of a matrix:

5 4 \T Transpose of a matrix is obtained by changing rows
4 0 _ (5 4 7 -1 ) to columns or columns to rows. Transpose of a
7 10

1 8 4010 8 ..« Matrix A is denoted by A" or AT,

dxf

Properties of transposes: For any matrices (A4, B, C) (assume that they are compatible for

addition & multiplication),

« (AT =4

o (k-A)T =k AT (where kisa scalar)

e (A+B)T =AT + BT, similarly, A+ B+ C)T = AT+ BT +CT andsoon ...
e (AB)T = BTAT, similarly, (ABC)T = CTBTAT and so on ...

o (AMT =(A")" wheren € N

Symmetric & skew-symmetric matrix:

A square matrix A = [aij] is called a symmetric matrix, if a;; = a;; for all values of i, j

mxm

a h g
E.g.A = [aij]gxg = h b f . Here, Aip = Ay = h, a3 = adzq1 = g, ay3 = A3y = f

g f c
A square matrix A = [aij]mxm is called a skew-symmetric matrix, if a;; = —a;; for all values
of i,j

0 h —g
Eg A= [aij]gxg =|—-h 0 f

g f—- 0
Properties —

e If Aisa symmetric matrix, then AT = 4
o If Ais a skew-symmetric matrix, then AT = —A
e Forskew-symmetric matrix, a;; = —a;; (foralli,j) = a;; = —a;; (fori = j) = 2a; =

0 = a; =0.So, all diagonal elements of a skew-symmetric matrix are always 0.
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e Every square matrix can be expressed as a sum of a symmetric matrix and a skew-

symmetric matrix. Let A be any square matrix, then 4 = %(A + A7) + % (A—AT) . It

can be easily proved that %(A + AT) is a symmetric matrix and %(A — AT) is a skew-

symmetric matrix.

Basic concept about determinant:

The determinantis a scalar value that can be computed from the elements of a square matrix.

The determinant of a square matrix A is denoted by det(A) or |A|

IfA = (a b), then its determinantis |A| = |a b| = ad — bc
c d c d
Minor & Cofactor of a determinant:
3 2 Take a 2 X 2 determinant. We have elements a,; = 3, a;, = 2,
A — a,; =1, a,, = 4. Let minors are M4, My,, M,;, M,,. From
1 4 the following figure, try to understand that how its values are

obtained.

o R T8
b2k | e

My, =
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We imagine a horizontal and a vertical line through the element, whose minor is required.
Thereafter we imagine a matrix with the remaining elements, and its determinant is the

required minor of that element.
Now we need cofactors. Let cofactors are A1, Aiz, A1, Assy.

Formula: 4;; = (=1 - M;;

Ao = (=T #W Ay = (=1)**1 My,
= (—1)* My, = (—1)% My,
=M, =-1x My,
=4 =-1x2

= =2

Az = (1) 2 M;, App = (_1)2 o ey
=(—1)3 My, = (—1)* My,
=-1x My, =1x My,
=-1x1 =3
=-1

Tips of easy remembering of sign: (t _)
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Now we take a square matrix of order 3 and find out cofactors of each element.

For a 3 x 3 matrix

9 2
A=[5 —1
4 0

1
6

—2

We have elements,

a1 =9
Agp =2
a13:1

a21 - 5
a22 - _1
Az3 =6

a31 - 4
azz =0
a33 - _2

Minors will be:Mll, MlZ’ M13, MZl' Mzz, M23, M31, M32, M33

¢ T -
M11= E _1 6
0 -2
921

c

Mp=|5 —fL 6| =]
4 —2
22—

-

M13= 5 _1 6J = 0

4 0 - 4

—Z

6 fa—
—21

=|_01 ) ‘=(—1)><(-2)—0><6=2—0=2

5x(-2)-4x6=-10-24=-34

_01‘=5x0-4x(—1)=0+4=4
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2 1
2 1
M21=E 1 () :‘0 _Z‘ZZX(—Z)—OX1=—4—O=—4
0 =2
9 1
_ 9 1
My, = |5 Il 6 =‘4 _2‘=9x(—2)—4><1=—18—4=—22
4 —2
9 2
9
Mys = |5 s % =|4 ?)‘ =9x0-4x2=0-8=-8
4 0 R
: 2 1
Maq = = 6‘ =‘_1 6‘=2><6—(—1)><1=12+1=13
9 1
9
Mp=[5 1 6| =|c é| =9x6-5x1=54-5=49
2
9 2 o
Maz=|5 -1 ‘=5 _1|:9x(-1)-5x2:—9-10:—19
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Co-factors will be: Ayq, Ayp, Aiz, Apq, Ay, Az, Asq, Asy, Ass

Aqq = (_1)1+1 My = Myq =2

Ap=(D'"*2 M, =-1xM;, =-1x-34=34
Az = (—1)1+3 Miz =M;3=4

Apy = (1)* T Mpy =-1xMpy =-1x-4=4
Agp = (=1)* %2 Myy = My, = =22

Az =(—=1)? 3 My;=-1xMy; =-1x-8=8
Azq = (_1)3 1 M3y = M3, =13

Agp = (—=1)3 12 M3y = -1 x M3, = -1 x49 = -49

Azz = (=1)°*3 Mgz = M3z = -19

+ — +
_+_
+ - +

horizontally/vertically). They are the sign of co-factors, that we have to add with minors.)

Easy way for remembering sign: (Note that starting with +, sign alters

Finding the value of a determinant:

Name of the method: expansion method

ai1 Qg2 Qg3
Az1 Q2 Q3
az1 Az dAzz

Let, |A| =

How to find its value: we take any one row/column and then do “dot product” of the

elements of selected row/column with its cofactor. See below:
Al =ayq A1+ agp Ay +ag3 Ajz = agp Ay + Az Ayy +azyt Agy =
(we get same value for any row/column)
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Adjoint of a matrix:

The adjoint of a matrix is defined as the transpose of the cofactor matrix of that particular

matrix. For a matrix A, the adjoint is denoted as adj(A).

a1 Q12 Qg3 Ajn A Ags r
Eg., ifA=|Q21 Q2 Q23 |, thenadj(4) =421 Az, Az
asz; dzz dzz A3y Azy Aszs

Adjoint matrix is used to solve a system of linear equations.

Inverse of a square matrix:

Let A be any square matrix of order n. If there is another square matrix B of order n, such
that A-B = B+A =1, , then the matrix B is called inverse of matrix A and is denoted by
B=A4A"1

Properties of inverse matrix (assume A, B are square matrices of order n) —

« AAt=AT A=,
e (AH =4
adj(A)

e A-adj(Ad)=4A|-1 = A7l = —ar (So, A~ exists, if |A| # 0)

e |f a square matrix has inverse, then it is unique.

e (A-B)t=pB"1.471

e (AN 1=UADT (assumingthat A~! exists)

e |adj(4d)| =|A|"1,when|A] #0

e adj(AB) = adj(B) - adj(A4)

e If matrix 4 is symmetric, then adj(4) is also symmetric.

o If|A| # 0, then |A7| = ﬁ
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Singular & Non-singular matrix:

A square matrix A is called singular matrix, if |A| = 0
A square matrix A is called non-singular matrix, if |A| # 0

Involutory matrix:

A square matrix 4 is called an involutory matrix, if A = A~!

Orthogonal matrix:

A square matrix 4 is called an orthogonal matrix, if A- AT = AT - A =1
Properties —

e If A is an orthogonal matrix, then |A| = +1. Now if |A| = 1 then matrix A is called
proper orthogonal matrix, else A is called an improper orthogonal matrix.

e If Ais an orthogonal matrix, then A= = AT

Solving system of linear equation with matrices:

Let’s take a system of linear equations with two variables x and y.

A11X + a3y = bl}
az1Xx + Ay = b,

Assume, A = (Zi ZZ) , X = (;) and B = (Z;)

04X = (a1 a) % () = (anix + aroy)

Then we can write equations (i) as: AX =B

Now, AX =B

= A7 1(AX) = A71B (multiplying both sides by A~1)

= (A714)X = A'B (matrix multiplication obeys associative law)
=>[-X=A"1B (as,A"1A=1)

>X=A"1B (as, I Xx X = X)
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Now, we take system of linear equations with three variables x,y, z
x+y+z=6
2y +5z=—4

2x+ 5y —z =27

1 1 1 X 6
Let,A=<0 2 5);X=<y>andB=(—4>
2 5 -1 z 27

So, we write the provides equationsas: AX =B = X = A™'B

Now, A~1 = 44/@
’ A
2 5 0 5 0 21\"
|5 —1| _|2 —1| 2 5\
adf<A>=k—|é Bt I e B )
1 1 11 1 1
|2 5| |0 5 |0 2|

—27 10 —4\T —-27 6 3
=( 6 -3 —3) =(10 -3 —5)
3 -5 2 —4 -3 2

|A| =1 X (—27)+2x3 =-27+ 6 =—21 (expanding using 1°* column, i.e. by taking dot

product between members of 1% column & its cofactors)

. . —27 6 3
SO,A =_—21 10 -3 =5

—4 -3 2

. —27 6 3 6 . —105 5
Now, X = | 10 =3 5| —4|= | —63 |=1|3
-4 -3 2 27 472 —2

So, the solutionis: x =5, y=3, z= -2
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Condition for the number of solutions of AX = B

e If|A| # 0, then unique solution.
e If|[A] =0andadj(A) - B = 0, then infinitely many solutions

e If|[A] =0andadj(A) - B # 0, then no solution/inconsistent

Method of finding the inverse of a non-singular matrix by Elementary Row (or, Column)

Transformation: (also called Gauss-Jordan method)

Play around with the rows [ A | j 3 :I And by ALSO doing the same

(adding, multiplying or changes to an Identity Matrix
swapping) until we make "Element@ry Row @perations” it magically turns into the
Matrix A into the Identity Inverse!

Matrix I [I I A—1]

3 0 2
We find the inverse of the matrix, 4 = (2 0 —2)
0 1 1

We can only do these steps in “Elementary Row Transformations” —

e Swap rows
e Multiply/Divide each element in a row by a constant

e Replace a row by adding/subtracting a multiple of another row to it.
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v A w1
'3 0 2 1 0 0]
2 O <2 0 1 0
L& & 1 o 0 1.
(5 0 0 8 G Add
2 B =2 0 1 O 2
L& 1 3 0 0 1]
3 & '@ 0.2 0.2 0 | Divide by 5
2 -2 0 1 0
e 0 0 1
-3 & B 0.2 02 0 | >
0 0 -2 -04 06 0 Subtract x 2
L8 ¥ 3 0 0 1]
'Y @ 0.2 02 0 |
0 0 1 0.2-0.3 0 | Multiply by -%
8 1 4 0 0 1]
't © o 0.2 02 0 |
g i 2 0 0 1
Swa
|0 0 1 | 0z03 0] =25®
¢ O © 0.2 02 0 |
g 1 B -0.2 03 1 Subtract
LB o o8 0.2-0.3 0 | =
I_/ A_lj
02 02 0
So,A™'=-02 03 1
02 —-03 0

Similarly, we can use elementary column transformations to find inverse matrix.
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1
Rl - §R1:|
[R, & R, — 2Rq]
1
RZ g _ER2:|
[R; < R3]

[R, & R, — R3]



I = identity matrix, O = zero matrix, A’ =transpose of A4,

1) Forma 2 X 3 matrix whose element is given by a;; = %(i — 2j)?

Ty y—z] and

2) Find the value of x,y,z,t such that the matrices [J;)—t 74

[t—x zZ—t

Z—y x+z+t are equal.

3) Find the value of a, b, c, d such that the matrices (b te oot a) and (9 —d 8- d)

7—d 6-—c a+b a+b
are equal.
a)1t4= (", D) then find the value of k such that A% = 84 + kI
5) IfA = (Cg 2)) (where w is imaginary cube root of 1), find A°°
6) IfA = (8 (7)) and f(x) =1+ x + x%2 + -+ + x29, then find f(4).

1 4
2 8

-1 2

7) |f2A—3B=( 0 4

) and 34+ 2B = ( ), then find the matrices A and B.

8) IfA = (_21 _21) then show that A2 — 44 + 31 = 0. Hence find A~ 1.
0 —tan= -
9) IfA = o 2], then showthat/ + A = (I — A) [C(.)S @ —sm a]
tan < 0 sina cosa
2
1 0 2 . 50
10) IfA = (_1 1) then show that A“ — 24 + I, = O; Hence find A
_(1 0 2 _ 8 _
11) If A = (1 2) then show that A = 34 — 2I. Hence show that A° = 2554 —
2541
12) Prove that every square matrix can be expressed as a sum of a symmetric matrix

& a skew-symmetric matrix.

-3 4 1
13) Express a matrix ( 2 3 0) as the sum of a symmetric matrix and a skew-
1 4 5
symmetric matrix.
-1 3 5
14) fP=|1 —3 =5/, thenshow that P? = P and then find a matrix Q such
-1 3 5

that3P2—2P+Q =1
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2 0 1
15) Given A = (2 1 3) and f(x) = x* — 5x + 6 ; Find f(4)

1 -1 0
1 -3 —4
16) ShowthatA = -1 3 4 ]is a nilpotent matrix.
1 -3 —4
1 -1 0 1 1 -1
17) fA=|-1 2 1|and B=|0 1 -1, then show that BT(4B) is a
0 1 1 0O 0 1
diagonal matrix.
2 1 2 x
18) f(x 4 1|1 0 2 ( 4 ) = 0, then find the value of x.
0 2 -4/ \-1
. -1 2 =2
19) Show that the matrix P = 3 —2 1 2 ]isanorthogonal matrix. Hence find
2 2 1
P—l
6 2 -2
20) fA={—-2 2 2 |thenshowthat (4 —2I)(4 —4I) = O; Hence find 43
2 2 2
. _ (10 O :
21) IfA - adj(A) = ( 0 10) then find |4
22) If A is a symmetric matrix, then A~ is — (a) symmetric, (b) skew-symmetric, (c)
diagonal, (d) scalar matrix.
23) If A is a symmetric matrix, then A" is matrix.
24) If A is a skew-symmetric matrix, then A" is — (a) symmetric, (b) skew-symmetric,
(c) none of these matrices.
25) If A and B are two matrices such that AB = B and BA = A. Then A% + B? equals

to—(a) 24B, (b) AB, (c)2BA, (d)A+ B

26) If A is a square matrix, then A — AT is — (a) symmetric, (b) skew-symmetric, (c)
scalar matrix.

27) If a matrix A is both symmetric and skew-symmetric, then A is — (a) diagonal, (b)
identity, (c) zero, (d) none of these matrices.

28) If A, B are two symmetric matrices of same order, then show that — (i) AB + BA

is a symmetric matrix, (ii) AB — BA is a skew-symmetric matrix.
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29) Show that BT AB is symmetric/skew-symmetric matrix, if A is symmetric/skew-

symmetric matrix.
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Form a 2 X 3 matrix whose element is given by a;; = %(i —2j)?

Scanned with CamScanner
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x+y y—z

Find the wvalue of x,y,z,t such that the matrices
5—-t 74+x

] and

[t—x zZ—1

z—y x+Z+tamewm.

..}(+\%«;t'—3( -..(})
c. =)

- & o=° (i'“'}
.. (V)

Y- 2 e gt
-t = 2<%
7 ¢ RS X2 A

¢ vorw Civ),
from (W, M= 24t .
Fow (i, ge-t =1 (v Ye2) - (vi)
‘ Solving (V)& (vi), 2 =3, 224 |
[[From¢), 22 =%-% =2 5 ==

cene W)

g+t = T
-5=2

ezl x:z, g =3, r L
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b+c c+a
7—d 6-—cC

Find the value of a, b, ¢, d such that the matrices (

equal.

| e e w&wces o eav.u&,

',J.v-re=3-<9- .eae c'e)
¢+&=9_& (_u)
| ol =F = (W)
}f m.")’:@—c . ...(39 ,

wr == o (V
| From (iu'\')&(w); F-d=6-¢ > c-& = -1 /
| Addinq 00,60, () we g, a(a+bed) = 24-3d

Il

= (atbeet d)=24-4

!, 5 a+b+ c+a & Il-%- e il (\f'\)

3-b-¢ = @-¢-a

From(U.d:S-b-C.} ;
2 0= S =1 - (Vi)

o, d=g-e- o

[ BY iL(vilL we gk g (avg < o A | H
I 2 '
il > - |
; &1—6-5—3'_ (g,,» ‘ll”
Il New, frorm (i) &'CV.';U, g~-d =5_4 .;l
“ il
| >d ~£ - i

|| From V), e=d-1=213

'1“% Erce ViV = ‘-‘9' 2B =
| PO, wasdessaiage
*Efgzt Creon (i), bz gyl =(4( = 2

l»";?'.'f!?i;i::t;:mrm(l 7.,":"1ih Qi:!’nw: 2, c= 3, d=4 (‘A“s7 .
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If A = (_11 2) then find the value of k such that A2 = 84 + kI
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_

)

I‘% O
A= | ) = wx

LA 7 o

{220 00 B
S 99 = (wI) =%, T A
~ 1 ¢ ¢ 100 29
—A g 1@393% 24/
ST

Scanned with CafiScanner - W_& ~

0 7) and f(x) =1+ x + x2 + --- + x29, then find f(4).
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B =Q
o

L™
T+A +A + - A
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S
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1 i), then find the matrices 4 and B.

If2A—3B=(; g)and3A+ZB=(_

0

I{. 2)4-3/3:(9’_ :) omd‘ ‘39{*‘.’18:(*1 :)\’“
O

fif(\d_ Hho okl A& B,

From [ sondidien, (multiply with 3)

‘_98-’5 t2 o
(e

» g

%(OTW 4771&@071&/4/51‘ ("‘Lu%tfléy U.)Lw\ 2)

GA +‘48:/~‘Q 7) .~.~'(t1/
Lo—=2-
(ih) —CL), wWe ag&
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\@ ~t6
~L[7T 7%
Q NJA’L,.(\] :?\T\i mwf'r'x.ﬂ : ﬁ"13 L’ Qg

Q
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it4=(% 7)) thenshowthat 4> — 44 + 31 = 0. Hence find A”".

. A -4A+ 3T =0 <
MulbAplying by A7 (bolh Lidey),
| A~ AT—4q(@a) + 3(11I) a7 o

it

Lon

ﬁ“41+3ﬂ-‘r=—o
307 = 41 a

| ov 347 =/4 o 2 - )
(: 4)‘(“ 2 Q'
=01 2

3V R
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—tan=
0 %], then show that I + A = (I—A)[

cosa —sina
sina cosa

ey o o
pzfo  -leng
Pt O
2

Lng., o y

_ \ o - T | —hng-
T4 (o 1) (ong OJ:QM |
R.H.S, *

Sin Co S &

_ d
= o } ton 2 CoSel - Ring
~Zan & l Lin o Cos et

@‘,9 Cose —4in9

2
= QoSo\-ktah% Sing -oS?nq-\—-.&an% CoS«
t““é_— Cosel +8ing d:o.h% Sine 4 Log

Now, cogy 4 Fong. sine
L N
= Cosa 4 Aing
~—= . 3Snd
Cos 4 2 Gos,;!: = 125 Y

-G
"Nd ¢ f&?\% Cose{ = S‘m% (-ﬂ.eosﬁf ZCQS‘—L(
bing - 3 D g Y N
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é M\i. LS8 = Sln-_(i G‘c‘-’i ace_;"s %Sé
& - el

e e Y

Fond i
2

e k.S, = R.H-S, (Fnu_uQ)
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it4=(_", 7)then show that 4% — 24 + I, = 0; Hence find 4%

* (1 O ., | 0
g ; _
I - -2
.
I - 2A+
| A 1 2 O \ O
| \ d ) - ( + l
: = ( \ -2 2 0
-2
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* o
n
o
o
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|
> )
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N
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: N |
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w 9 W
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vy O
o
N
t
Q 3
$ ©
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_ (10
1 2

) then show that A2 = 34 — 2I. Hence show that A% = 2554 — 2541

_",')‘us"cma «F()"r n=4 2,3, ‘i—
Let, ¢h).ie brue Loy M =am,
L AT S T T N

\2 T*’TYQ \)\[* 0 -’"(m-ﬂ
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. e — wdudkond)
i ﬁ?_____ﬂ — Ty ) "
—& 255 S BG , S

z'—ssA 2541::-_ 155~ (254 }
| 255 bto o .zs‘lb zsg 26
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Prove that every square matrix can be expressed as a sum of a symmetric matrix & a skew-

symmetric matrix.

e

_L_,P;J;e_a%me,a_m&zm — L
R RO ST =T

_where, P-:%zCPchPf\wi\A@v,n —p3
e PN 1 A

‘ - -‘ 9
) T = ) TV-L. oy s T-ad T)T
New, P S)?_C/A—)—Pr/g' S_tp‘ +(@/}
| =" g
€ T A B
T e eg al HR) by (RpT
;__«_-»_A:?#_PT T_F | y "
P e A e ‘hv\;\;d}e

€ : .
Ql = S\LA (hm A‘TWJW 1 ii FT_(AT -'-Jp

"‘"‘7@ _Uv M =L (A=A

“@ & '@W o sk wﬁ‘j
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SRR £ | WO
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Express a matrix ( 2

matrix.

We know Hhak; Por wr\d Sq/uww/ ool o“v

) @ H\T) @ ﬁ—r) Tm

Bene, L @—H\T) ie S@ﬂwﬁm 'm—\a%a@*é)@:-_

P g A L Ty -

Y _ 7/ i~

gl V. O [ @I AN

JLEJ /= \

/A e Dk
oo O =

Fi{=38 4 N\ /-2 g .\ /

{ o 2 o' )':.' 3 e 2 \ /'U O\
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-1 3 5
If P = l 1 -3 —5], then show that P2 = P and then find a matrix Q such that
-1 3 5

3P2—2P+Q =1

7 5
—3 -5
3 S

— 5 -t
-rﬁtr;zr
e} N8

Cvan, 3??’-—;’LP +Q =T

}% 3P —2P+Q =1

‘, : | (, PW;?>
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2 0 1
=({2 1 3>andf(x)=x2—5x+6;Findf(A)
1 -1 0
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4 ) is a nilpotent matrix.
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1 -1 0 1 1 -1
fA=—-1 2 1]andB=|0 1 -1, thenshow that BT(A4B) is a diagonal
0 1 1 0 0 1

matrix.

-2+

— 1
— &
_
_Now, . (AB) :
=/T_© O\ /1 2% T§ N\ <
X ' ) .
)
- Ny VS Npd—g V075
. / £ /
: — % @, O 5 A .
r Lo —

' i
Pfll P ‘NZJ entzied GD— P.) C m//
,M%W tAs)
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2 X
f(x 4 1)1 0 2 4>=0,thenfindthevalueofx.

0 2 —-4/\-1
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“j%fw oAt Aty ) e @
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10 O
0 10

IfA - adj(A) = (

) then find |A|

If A is a symmetric matrix, then A~ is — (a) symmetric, (b) skew-symmetric, (c) diagonal, (d)

scalar matrix.

@) = ) e oy T WA

\ l

SR \5 o é-{\?r\g'n\a}’m& TRAEEUA

..‘

matrix.

If A is a skew-symmetric matrix, then A™ is — (a) symmetric, (b) skew-symmetric, (c)

none of these matrices.

e A‘ T o QMNSN‘H\M?\LW\K} v AT =A*ﬁ A
‘ i T) = (AT _ CATS TR nreven
,__No'w\ (AT\_\ =, (A =

l 5 7 ,\—/ —} A’“&‘@nc)&ﬂ

et (L) ~NorR ) {hese . J

—
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If A and B are two matrices such that AB = B and BA = A. Then A% + B? equals to —

(a) 24B, (b) AB, (c) 2BA, (d)A + B

AT = pprh = P(BR) £ B, CAD) N

= (PE) A +(rz>A) B = RR+ AR
= A+ B

If A is a square matrix, then A — A7 is — (a) symmetric, (b) skew-symmetric, (c) scalar

matrix.

If a matrix A is both symmetric and skew-symmetric, then A is — (a) diagonal, (b)

identity, (c) zero, (d) none of these matrices.

fle, A is & ¢S h\ 'a mﬁmx :R_,L,
oA e 2] O)Ka Qj?’r’me{yﬂe /1 jfil_J}T '—‘**F)r

S0 A =P > & Lo - A
S 9R =0 > A= .

A 2 ¢ Zezn & maPpix, L Ay = A
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If A, B are two symmetric matrices of same order, then show that — (i) AB + BA is a

symmetric matrix, (ii) AB — BA is a skew-symmetric matrix.

:--__._s .@B Héﬁr) ls N Aymdmc, AN\ X, ,g

—fra-sa)” ___‘:@Bfi!;.fT'CEBQI;'7';___;.__"_f:;,-./
e =waToaTeT
- = BA — R%htiﬂ Boore g]m;mh,

T Sudbmieey 7
N '5’;*) s q,/am-sﬁ;mg ——
‘ vith CamScanner_* Zs \ N By, ‘ L i

Show that BTAB is symmetric/skew-symmetric matrix, if A is symmetric/skew-

symmetric matrix.
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